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Abstract This paper presents a rigorous, yet practical,
method of multigrid data assimilation into regional
structured-grid tidal models. The new inverse tidal
nesting scheme, with nesting across multiple grids, is
designed to provide a fit of the tidal dynamics to data
in areas with highly complex bathymetry and coastline
geometry. In these areas, computational constraints
make it impractical to fully resolve local topographic
and coastal features around all of the observation sites
in a stand-alone computation. The proposed strategy
consists of increasing the model resolution in multiple
limited area domains around the observation locations
where a representativeness error is detected in order
to improve the representation of the measurements
with respect to the dynamics. Multiple high-resolution
nested domains are set up and data assimilation is
carried out using these embedded nested computa-
tions. Every nested domain is coupled to the outer
domain through the open boundary conditions (OBCs).
Data inversion is carried out in a control space of the
outer domain model. A level of generality is retained
throughout the presentation with respect to the choice
of the control space; however, a specific example of
using the outer domain OBCs as the control space is
provided, with other sensible choices discussed. In the
forward scheme, the computations in the nested do-
mains do not affect the solution in the outer domain.
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The subsequent inverse computations utilize the
observation-minus-model residuals of the forward com-
putations across these multiple nested domains in or-
der to obtain the optimal values of parameters in the
control space of the outer domain model. The inver-
sion is carried out by propagating the uncertainty from
the control space to model tidal fields at observation
locations in the outer and in the nested domains using
efficient low-rank error covariance representations.
Subsequently, an analysis increment in the control
space of the outer domain model is computed and the
multigrid system is steered optimally towards obser-
vations while preserving a perfect dynamical balance.
The method is illustrated using a real-world applica-
tion in the context of the Philippines Strait Dynamics
experiment.

Keywords Tidal modelling - Inverse methods -
Nesting

1 Introduction

A significant number of tidal observations are col-
lected along coasts and in inland waterways with
complex coastline geometry and bottom topography.
Local small-scale coastal and topographic features are
often consequential for the tidal fields measured at
coastal locations. For example, coastal measurements
in (semi)enclosed bays and estuaries might not be rep-
resentative of the nearby open-ocean areas, but rather
reflect the local characteristics of the shoreline. On the
other hand, the computational constraints limit model
resolution and often lead to an insufficient represen-
tation of small-scale coastal and topographic features
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in areas where measurements are obtained, such as
estuaries, channels, and sills. This presents a difficulty
with respect to the assimilation of measurements into
regional tidal models. The measurements utilized for
assimilation must be representative of the tidal dy-
namics at a model resolution. An artificial steering of
the solution towards unresolved observations can be
counter-productive and lead to a degradation of model
accuracy. With the unstructured grid tidal models, the
mesh resolution can be selectively adjusted around all
of the observation locations to fully resolve important
coastal features. The structured grid tidal models are
less conducive to selective resolution adjustments and,
therefore, part of the observational network might be
unresolved. A popular way of avoiding the difficulty
within the structured grid modeling framework is either
an exclusion of the unresolved measurements from the
data set or an inflation of the representativeness error
covariance around coastal segments unresolved in a
model. Both approaches lead to a loss of information
from part of the observational network.

The present paper describes a new multigrid data
assimilation scheme for regional tidal modeling ap-
plications that provides a rigorous way of reducing
the representativeness error by employing a multigrid,
data-assimilative framework. The representativeness
error can be detected by analyzing the observation-
minus-forecast residuals and their sensitivity to model
resolution. Adaptive methods for data assimilation re-
viewed in Lermusiaux (2007) can potentially be useful
for distinguishing the error of representativeness due
to model and bottom topography resolutions vs that
due to model formulation. If data-model misfits are
found to be consistently larger than the average in
certain areas of model domain, the representativeness
component in these misfits can be analyzed through
refinements to model grid resolution. If misrepresen-
tation due to insufficient resolution is detected, it can
be dealt with in the data assimilative component of the
modeling system by using the method presented in this
paper. High-resolution nested domain(s), coupled to
the outer model domain via the open boundary con-
ditions (OBCs), can be setup around the problematic
areas and the assimilation can be carried out using these
nested computation(s). Thus, with the use of the nested
domains, coastal measurements can be assimilated into
a modeling system consistently with the resolution.
A real-world example of such an application in the
context of the Philippines Straits dynamics experiment
(PhilEx) is discussed in Section 5 as a demonstration.

An extensive variety of methods exist to con-
strain regional barotropic tidal estimates with the ob-
servational tidal elevation and velocity data (Egbert
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and Bennett 1996; Robinson and Lermusiaux 2001;
Lermusiaux et al. 2006b). The techniques differ by
the choice of an optimization space and by the
specifics of implementation. An early important contri-
bution included a variational formulation developed by
Bennett and McIntosh (1982) which led to the ad-
joint techniques of generalized inverse tidal solution,
subsequently utilized in a variety of tidal applications
(e.g. McIntosh and Bennett 1984; Egbert 1997; Muccino
et al. 2008). The representer method (Bennett 1992,
2002) and its reduced-basis alternatives (Egbert and
Erofeeva 2002) have been developed following this
approach and successfully applied to assimilation of
Topex/Poseidon altimeter data (Egbert et al. 1994), es-
timation of the internal tides (Kurapov et al. 2003), and
in other coastal ocean modeling applications (Muccino
et al. 2008). The aforementioned methods have one
feature in common, namely, an optimization is carried
out in the (reduced) data space and requires an adjoint
tidal model. Alternative techniques that do not re-
quire an adjoint model have also been proposed. These
include the steady-state Kalman filter (KF) schemes
(Heemink and Kloosterhuis 1990; Sorensen and Mad-
sen 2004) that carry out an optimization in the model
state space and rely on reduced-rank error covariance
models, defined in the model state space, evolved us-
ing stochastic linearized shallow water equations. The
KF-based schemes were utilized in a series of realistic
two-dimensional inverse problems arising from the as-
similation of water level measurements into a regional
model of the North Sea (Sorensen and Madsen 2004)
and a storm surge prediction model of Danish coastal
waters (Canizares et al. 2001). Lynch and Hannah
(1998), Xu et al. (2001), and Logutov and Lermusiaux
(2008) have developed an inverse scheme that carries
out an optimization in the OBC space, also without the
need of an adjoint model. The method was specifically
developed for regional tidal modeling applications and
successfully applied near the Georges Bank, near the
Newfoundland and South Labtador shelves, and off
the coast of Vancouver Island and in the Hood Canal
and Dabob Bay region of WA (Xu et al. 2008), as
well as in other regions (Haley et al. 2008). Nudging
and optimal interpolation schemes have been proposed
and applied in some tidal modeling systems, e.g., Navy
PCTides system (Hubbert et al. 2001). Adjoint schemes
that utilize bottom topography or model parameters as
the control space have also been proposed (e.g., Das
and Lardner 1992) but not yet fully demonstrated in
real-world applications.

A variety of structured and unstructured grid tidal
models are currently in use across various organi-
zations (Davies et al. 1997). The finite-difference
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(e.g., LeProvost and Vincent 1986; Davies 1993), the
finite-element (e.g. Jones and Davies 1996; Walters
2005; Greenberg et al. 2005), and the structured
nonorthogonal curvilinear coordinate (e.g. George
2007) schemes have been proposed and developed into
stand-alone computational systems for regional tidal
modeling. Jones and Davies (2005) provide intercom-
parison between the finite-difference and the finite-
element schemes using an example of tidal modeling
in the Irish sea. An advantage of the unstructured
grid approach is efficiency in representing complex
boundary geometries and the potential of employing
higher-order approximation schemes, for example, the
high-order discontinuous Galerkin method discussed
in Bernard et al. (2008). As a result, the unstructured
grid tidal models can be made representative of tidal
measurements even in areas with complex boundary
geometries. However, the generation of unstructured
grids, especially for time domain models, is a difficult
and time-consuming task that requires considerable hu-
man intervention and experience (Blain et al. 2002). In
addition, the unstructured grid models are more prone
to contamination of the solution with spurious gravity-
wave modes, while the finite-difference schemes can
be easily made to contain no spurious modes (Walters
2005). For these and other reasons, structured-grid
tidal models remain an important component of tidal
prediction in both operational and research settings.
As an example, the US Navy tidal prediction sys-
tem currently consists of a time domain finite-element
barotropic tidal model ADCIRC (Luettich et al. 1992)
and a finite-difference spectral model PCTides (Hub-
bert et al. 2001). The finite-element system is limited to
a number of preexisting computational meshes and is
not as easily relocatable as the PCTides system, which
provides a rapidly relocatable capability and can be
quickly exercised in any region of the world (Blain et al.
2002).

The purpose of this article is to present a rigorous,
yet practical, method of data assimilation into regional
structured grid tidal models that allows for the use
of nested domain(s) resolving the tidal dynamics near
the observations that are otherwise unresolved and
contain a representativeness error. The computational
constraints often make it impractical to fully resolve
local topographic and coastal features around all of the
observation sites in stand-alone structured grid models.
A general discussion of the sensitivity of regional tidal
solutions to mesh resolution is provided by Jones and
Davies (2007a, b), Walters (2005), Jones and Davies
(1996), and LeProvost et al. (1994). The proposed
strategy consists of increasing the model resolution in
limited-area nested domains in order to improve the

representation of the measurements with respect to
the dynamics. In our method, the nested domains are
coupled to the outer domain via the OBCs. In the for-
ward system, the computations in the nested domains
do not affect the solution in the outer domain, while in
the inverse system, observation-minus-forward model
residuals computed in the nested domains affect the
solution in the outer domain. Data inversion is carried
out in a control space of the outer domain model. An
adjoint model is not needed in the method because
of the low-rank formulation adopted for the represen-
tation of the error covariance of the control parame-
ters. The presented approach is tailored towards the
applications where the use of strong model constraints
is desirable. The multigrid system is steered towards
observations via the control parameters of the outer
domain model (e.g., OBCs of the outer model) and the
inverse solution preserves a perfect dynamical balance.
An alternative strategy and a sequential scheme for
weakly constrained estimation across nested domains
using a KF approach is presented in Barth et al. (2007).
The authors have proposed an analysis scheme that
uses a single multivariate state vector comprised of
the variables from multiple nested models that leads
to a reduction of the inconsistencies along the nesting
boundaries.

The presence of the representativeness error can,
in general, be detected through the sensitivity ex-
periments with model resolution. If the observation-
minus-model residuals have a consistent bias in certain
areas of the domain and this bias is found sensitive to
model resolution, the representativeness error can be
suspect. In this case, high-resolution nested domain(s)
can be setup around such areas and the assimilation in
those areas can be carried out using the nested com-
putation(s). Thus, the representativeness error can be
reduced and coastal measurements can be assimilated
into a multigrid modeling system more consistent with
the resolution.

The organization of this paper is as follows. In
Section 2, the model equations, both in continuous
and discrete formulations, are described. The model
formulation presented is a specific example of the dy-
namical constraints of the inverse scheme. It is provided
here only as an illustration for clarity. Importantly,
the method can be extended to use with other struc-
tured grid tidal models. Section 3 presents the pro-
posed multigrid assimilation method, with a subsequent
discussion in Section 4. Finally, an illustration of the
methodology in the context of the Philippines Strait
dynamics experiment is presented in Section 5. The
goal in Section 5 is not a comprehensive description
of tidal dynamics in the Philippines basin but rather an
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illustration and an analysis of the described method, as
applied in realistic settings. The Appendix outlines the
index notation utilized in Section 2.

2 Model formulation
2.1 Dynamical equations

The governing equations that we utilize as the dy-
namical constraints of the inverse scheme consist of
the shallow water equations forced through the OBCs.
In coastal applications, the self-attraction and loading
terms, as well as the direct astronomical forcing, are
negligible as compared to the open boundary forcing
and can be omitted from the equations (Snyder et al.
1979). The development presented here consists of
the depth-averaged equations. The 2-D formulation
allows us to remove a layer of complexity related to
parametrization of the vertical divergence of Reynolds
stresses in the momentum equations required in the
3-D models. However, an extension to a 3-D for-
mulation is straightforward if needed. In differential
form, the governing equations are expressed in spher-
ical coordinates (A, ¢), where A and ¢ are the longi-
tude and the latitude, respectively, using the linearized
barotropic shallow water equations

a 1 d 1 a

— —(H —(H =0
8tn+acos¢8k( u)+acos¢8¢( vcos¢)

a —-g 0

—_— —_— = —_— 1
Btu fo+u acos ¢ 3)»77 @
a —g 0

§U+fu+KU—7%T]

subject to the zero normal flow condition

-0 @)
3Qc

at closed boundaries, and the Dirichlet conditions

= Nobc (3)
Q0

n

at open boundaries. In Egs. 1-3, n and u = (i, v) de-
note tidal elevations and zonal and meridional velocity
components, respectively. H is the undisturbed water
depth; g, f, and a are the acceleration due to gravity,
the Coriolis parameter, and the Earth radius; and «
is the bottom friction parameter. In the subinertial
regime (e.g., diurnal tidal constituents in high latitudes),
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the depth-integrated shallow water equations (Eq. 1)
support coastal-trapped topographic wave response to
open boundary forcing and, therefore, errors in the
Dirichlet conditions can sometimes cause generation of
spurious topographic waves near the adjacent coastal
boundaries. Radiation OBCs with external sea surface
height data (see an overview by Blayo and Debreu
2005) can then be applied at a subset of open ocean
boundaries affected by the errors to effectively re-
move spurious coastal trapped waves. In the super-
inertial regime, the dynamical equations do not support
coastal-trapped topographic wave response to errors in
the Dirichlet OBCs and condition 3 is always sufficient.
For example, in an application presented in Section 5 of
this paper, both the semidiurnal and diurnal tidal con-
stituents are super-inertial and, therefore, the Dirichlet
condition 3 was used exclusively at all open boundaries
for all tidal constituents. The bottom friction term in
the momentum equations could be specified following
any parameterization of modeler’s choice. In this work,
the bottom friction is specified following a quadratic pa-
rameterization and an iterative approximation method.
The bottom friction coefficient is

CD|ll(o)|
= — 4
“ H )

where u(g, is the velocity field obtained by running the
model with a fixed value of x. The nondimensional
bottom drag coefficient Cp is a tunable parameter,
with values Cp = 0.002 — 0.003 typically suggested (e.g.
Grenier et al. 1995). Note that k = k (A, ¢) is a spatially
varying field.

The kinematic and dissipative nonlinearities in the
dynamical equations are capable of introducing new
frequencies in tidal spectrum through energy transfer
from the astronomical tidal constituents to higher and
lower frequency harmonics. In this manner, the over-
tides, compound tides, and low-frequency tides, with
frequencies given by the sums and the differences of
the astronomical constituent frequencies, can be cre-
ated. The nonlinear tidal effects can be simulated by
introducing the shallow-water tidal constituents, which
compensate for the nonlinearities and for wave-wave
interactions between the astronomical constituents
(LeProvost et al. 1981; Andersen et al. 2006). As op-
posed to the astronomical constituents defined by a
unique set of Doodson numbers, the shallow-water con-
stituents have frequencies determined by the multiples
of the astronomical constituent frequencies (overtides)
or by sums and differences of frequencies of interact-
ing astronomical constituents (compound tides). For
example, the nonlinearity in the continuity equation
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manifested through the interaction of the M, and the S,
astronomical constituents gives rise to the MS, shallow-
water constituent. The nonlinear effects generating the
shallow-water constituents can be treated within the
linearized modeling framework using a perturbation
method described in Snyder et al. (1979) and LeProvost
et al. (1981). In this manner, the nonlinear effects can
be included following a rigorous approach, and a lin-
earized numerical scheme can be formulated for each
astronomical or shallow-water constituent.
By searching for solution of Egs. 1-3 in the form

K
{)’], u, U}()\, ¢7 t) =R {Z {F]k, akv i}k} ()‘" ¢) exp lwkt} )

k=1
®)

where wy denotes frequencies of the astronomical and
shallow-water tidal constituents and 7, iy, and vy are
complex spatially varying fields; we obtain a spectral
representation, with a boundary value problem

L Hiu
lwkﬂk+V'|:Hl~)]1::|=0 (6)

[ﬁk] B -g |:ia)k+/c f }V~
Uk | (wg +K)2 + f2 —f i + « ks
(7

defined for each individual tidal constituent k, subject
to the boundary conditions

Mk = {i(x, y) (®)

Q0

at open boundaries and

Uk
at closed boundaries. Equations 6-9 can be solved
numerically, for example, on an Arakawa-C staggered
grid. An outline of the numerical implementation per-

tinent to the inverse methodology of this paper is dis-
cussed next.

~0 9)

Q¢

2.2 Discrete operators and representations

Equations 6-9 discretized on a structured grid lead to
a sparse system of equations for a gridded vector 5 of
tidal sea surface elevations

Ayeyn =0, (10)

where matrix A, ., is a discrete version of the operator

A gH
Al = (""" v (i + 1)2 + f2
oy + K f
><|: _f ia)k—i—lc]v)' 11)

The numerical details of assembling the sparse sys-
tem matrix A,_, on an Arakawa-C grid are pro-
vided by Logutov and Lermusiaux (2008). In their
scheme, A, ., is nine-diagonal. In the notation fol-
lowed throughout this paper, the subscripts are utilized
to indicate mappings provided by the discrete operators
between various staggered grids or variables. For ex-
ample, the finite-difference operators implementing the
gradient differential operator, gV{-}, utilized in Eq. 7,
can be denoted as G, —,, G,—,, which indicates that the
matrices G, ., and G, ., act on gridded vectors defined
at an 5 grid and provide mappings to u# and v Arakawa-
C grids, respectively. Similarly, the finite-difference
operators implementing the divergence, (V-), can be
consistently denoted as D,., and D,., to indicate
that the vectors defined at u- and v-staggered grids
constitute the domain of these operators, respectively,
while the vectors defined at an n grid constitute the
range of these operators. Following this notation, the
tidal velocity vectors u and v are obtained from the tidal
elevation vector » using Eq. 7

u= Uu(—nn
v=U,,, (12)

where the linear operators U,., and U,._, are
sparse matrices, assembled following a finite-difference
scheme of modeler’s choice for the gradient and the
matrix multiplication acting on the gradient of tidal
elevations, 7, in Eq. 7.

Further, let vector ¢ € C™ denote a control space of
a tidal model, that is, the partition of the state-space
and/or tunable parameters that we would like to utilize
to steer the model fields towards observations as part
of data assimilation procedures. The exact composition
of the control space ¢ might vary across different tidal
modeling systems and applications. For example, the
control space might include the OBCs. Alternatively, a
parameterized increment to model bathymetry or bot-
tom friction parameters can be utilized, among other
options. To provide a level of generality, we leave the
choice of the control space to the discretion of the
modeler and only require that a model can be linearized
with respect to the control parameters for the purposes
of data assimilation. This latter requirement amounts to
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an assumption that the control space is separable from
the state-space following

A(xex)x = B(xe§)§v (13)

where x € N~ is the model state-space. In order to
provide a specific example of how Eq. 13 is obtained,
suppose that the OBCs are chosen as the control space.
The sea surface elevation vector y € CV in Eq. 10 con-
tains active, masked, and open boundary grid-nodes.
Let the indices of active and open boundary n-points be
denoted as iy € N> and i, € N"¢, respectively, following
the index notation in the Appendix. We can separate
the partitions of the system matrix A, _, corresponding
to active and open boundary nodes as

Axex) = (Anen)ix,ix’ A(xen;) = (Anen) (14)

ix,ig

In the foregoing, the index notation in the Appendix
is followed. With these partitions, the computational
discretization of the dynamical equations (Eq. 10) at
active grid-points is given by

A(X(—X)X = _A(x<—;)§ (15)

where vector ¢ contains the values of the OBCs. The
right-hand side in Eq. 15 represents ocean open bound-
ary forcing and the overall system is a specific form
of Eq. 13, with the OBCs providing the control space.
Alternatively, the bottom friction parameters can be
added to the control space. With such a choice, Eq. 7
needs to be linearized with respect to «(A,¢) and
the first variation of the dynamical equations with re-
spect to « needs to be included in the right-hand side
of Eq. 13. By seeking to control the model through
a chosen set of the control parameters, the inverse
solution is fitted to regional observations in accord
with the dynamics. After assimilation, the interior and
the boundary inverse tidal fields satisfy the barotropic
shallow water dynamical equations exactly.

System 13 provides the dynamical constraints for the
inverse method. At high resolution, Eq. 13 is solved
using iterative methods. We use the preconditioned
conjugate gradient method, with the left and the right
preconditioners obtained by computing an incomplete
LU decomposition of Ax.y. Such preconditioning
leads to an acceleration of convergence of the method
and allows for a state-space with a dimensionality of
up to O(10°). The solution of Eq. 13 will hereby be
formally denoted as

X =Mu)d, (16)
where
Mus) = Ay Baeo): (17)
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In practice, the inverse A(’XLX) is never formed ex-
plicitly. Equation 17 merely represents an iterative so-
lution of a linear system A x. x)X = Y for the unknowns
X € C™*? and the right-hand side Y = Bx¢)Z;, (Z; €
Crexp),

3 Methodology
3.1 Setup and logistics

The methodology presented in this paper is designed
to employ nested domains around coastal segments
where tidal observations are collected but model res-
olution is insufficient to fully resolve the tidal dynam-
ics. The outer model domain will be referred to as
the control domain throughout this paper, consistent
with the definition of the control parameters in that
domain. The variables and the parameters defined in
the control domain are labeled throughout using the
subscript 0. The nested model domains are setup within
the control domain and, without loss of generality, are
assumed to be nonoverlapping. To maintain generality,
it is assumed that there are m nested domains. The
variables and the parameters defined in the nested
domains will be labeled throughout using the subscripts
ie€{l,2,...,m}. Figure 1 presents a schematic of the

nested domains: ¢;, y;

Yi-
* ¢

control domain: (g, yo

Fig. 1 Schematic of the control and nested domains. The data
assimilation scheme tunes the control parameters ¢, defined
in the control domain, based on the observational data yo,
Y1, Y2, - .-, Ym. The data-model misfits for y;, i € {1, 2, ..., m}, are
obtained based on the nested model computations. A nested
domain i is coupled to the outer domain via the OBCs, ¢;
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control and the nested domains and the observations.
The control space ¢ is defined in the outer domain and,
therefore, will be denoted as ¢,. The nested domains
are coupled to the control domain through the OBCs,
¢, i €{1,2,..., m}. In the forward problem, the control
domain provides the OBCs for the nested domains but
the computations in the nested domains do not affect
the computation in the control domain. In the inverse
problem, the computations in the nested domains affect
the solution in the control domain through adjustments
made to ¢, based on the data-nested model misfits. The
goal of this section is to provide an optimal scheme
for tuning the control parameters, ¢,, based on the
observation-minus-forecast residuals in the outer and
the nested domains.

3.2 Observational data

Tidal observations may come in the form of sea surface
height (SSH) and velocity measurements. Such mea-
surements are obtained from a variety of instruments
and platforms, such as moorings, coastal tide gauges,
bottom mounted tide gauges, and satellite altimetry,
among others. The spectral modeling framework de-
scribed in Section 2 assumes that the observations
are harmonically analyzed and converted to harmonic
amplitudes {7, iy, Uk} for each individual tidal con-
stituent. Details of such a conversion are provided in
Logutov and Lermusiaux (2008). The spectral domain
data are related to the time domain variables via Eq. 5.
Let vectors 7,,, € Cbs, gps € Cvs, and vyp € Clobs
denote the observed values of the tidal elevations 7
and the zonal and meridional barotropic tidal velocities
1, and v, at observation locations. The total observa-
tional vector y € C"*+ obtained by concatenation

Nobs
Y= Uobs (18)

Vobs Tobs

is collected throughout the control domain including
the areas covered and not covered by the nested do-
mains, as illustrated in the schematic in Fig. 1. The
nested domains are setup at a high resolution sufficient
to ensure that the collected measurements are repre-
sentative of the tidal dynamics of the nested models.
By permutating the order of entries in y, we hereby
introduce the partitions of the observational data,
y = {Yo0, Y1 .-, ¥Ym}, based on their location with re-
spect to the nested domains. The observational data
inside the ith nested domain is denoted as y;, while

the observational data inside the control domain but
outside of any of the nested domains is denoted as yq

(Fig. 1)

y=1. : (19)

Ym

Nobs

with the ordering of the SSH and the velocity measure-
ments in each y; given in Eq. 18. Errors associated with
measurements can typically be assumed independent
between observation locations leading to a diagonal
observational error covariance model. We will here
assume only that the observational error covariance has
a block-diagonal structure, with the measurement error
uncorrelated across the domains

Ry

R=¢leyel!] = K ) . (20)

R,

Nobs XNobs

Each block R, can be specified based on any practical
considerations with respect to measurement error in
each domain or estimated using the methods of er-
ror covariance parameter estimation from data-model
misfits (e.g., Dee 1995). Finally, let Hy,,, denote an
observational operator relating the model state-space,
x;, in the ith model domain to the observation vector
in that domain. In its simplest form, an observational
operator represents an interpolation from a model
grid onto the observation locations. For the velocity
measurements, an observational operator includes the
linear mappings U,., and U, ., defined in Eq. 12, in
addition to interpolation. Following the notation, data-
model misfits corresponding to a tidal solution obtained
in each model domain are given by

di =Y — Hy,<—x,-xi, (21)

where x; denotes the model state-space in the ith model
domain, with the control domain counted as the Oth
model domain.

3.3 Forward model error covariance

The control parameters ¢, can be assigned some a
priori values. For example, the a priori values of the
OBC:s can be specified from a global tidal model. Let
Z'o denote the a priori values of the control parameters,
with the corresponding error covariance Py. Theoret-
ical statements about the sources of error in ¢, com-
bined with practical considerations lead to a specific
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form of Py. In practice, Py is not well known and merely
reflects the degree of accuracy that a modeler associates
with the a priori estimate 20. Given the lack of objective
information about Py, it can be sufficiently expressed
using a low-rank approximation

Py =ZZl, (22)

with Z, € C"*P containing p dominant orthogonal
control parameter error subspaces. The error subspaces
Z, can be obtained, for example, via a singular value
decomposition (svd) of a valid parametric covariance
form Gy,

Go = UpAgU!l,  Zy=UyA}”, (23)
e.g. an svd of a Gaussian parametric form given in
Eq. 39. Alternatively, Z, can be specified via the
Gramm-Schmidt orthogonalization of an ensemble of
the control parameters. The number, p, of orthogonal
error subspaces retained in Py is at the discretion of
the modeler and can be adjusted as needed. It will be
shown below that the orthogonal matrix Z, provides
a linear basis for an analysis increment of the control
parameters. Therefore, rank p should be chosen such
as to ensure that Z, provides a sufficient linear basis
depending on a specific application. With the OBCs
utilized as the control space, the a priori values 20 can
be specified from a global tidal model and p < 100 is
typically sufficient. Following Eq. 16, the model error
subspace induced by Z is given by

Zy, =M<z Zo. (24)

As before, the operator My, ) represents an itera-
tive solution of Eq. 13, with the right-hand side given by
Bx, ¢, Zo. Equation 24 can be solved efficiently even
for large (10° — 10*) values of p by, firstly, carrying out
an incomplete LU factorization of A x.y with small
values of drop tolerance and, secondly, using the com-
puted LU factors as preconditioners of the conjugate
gradient solver. Zy, € C"~*? is the matrix square root of
the forward model error covariance

Py, = Zy,Z., (25)

induced by the control parameter error propagated
from the control space to the model state-space in the
control domain. The formalism can be further applied
to obtain the matrix square roots of forward model
error covariances in the nested domains, in addition to
the control domain. The nested domains are coupled to
the control domain through the OBCs, ¢;. With H;,
denoting an interpolation from the state-space in the
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control domain onto the open boundaries of the ith
nested domain

¢; = Hy,xXo, (26)

the square root of the OBC error covariance in the ith
nested domain is given by

Zi=H; 7. (27)

The subspaces Z;, can, next, be propagated through
the corresponding nested tidal models, similarly to
Eq. 24,

Zy =My )7 (28)

Equation 28 represents an uncertainty propagation
from the OBC space of the nested domains to the state-
space of the nested domains. As in Eq. 16, operator
My, ¢, is a formal representation of the numerical pro-
cedures solving the dynamical equations in the nested
domains, with the open boundary forcing provided by
Z,;. Solution of the dynamical equations (Eq. 28) yields
the square roots of the forward model error covariances
in the nested domains. In conjunction with Eqs. 24 and
27, the procedure amounts to propagating an uncer-
tainty from the control space ¢, to the state-spaces of
the nested tidal models.

3.4 Estimation of control parameters

An optimization problem is posed using a quadratic
cost functional penalizing the (weighted) variance of
the observation-minus-forecast residuals in the control
and the nested domains

A

¢, =arg m;in J (), (29)

J@) =€ -l — &)

+ Z (yl - Hyi exixi)HR;l (yl
i=0

- Hy, ex,-Xi)-

In Bayesian interpretation, the first term in Eq. 29
represents the prior information about the control pa-
rameters. It can also be viewed as a regularization term
added to penalize a deviation of the control parameter
values from their a priori values. The definition (Eq. 29)
of a penalty functional is equivalent to the minimum er-
ror variance estimation in the control parameter space
(Logutov 2007). The minimization problem (Eq. 29) is
subject to the linear constraints

X; =M(xi<—§i)gis Vle {0’ 17"‘7m}7 (30)
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with M, described in Eq. 17 and the OBCs ¢;
obtained via Eq. 26. Equations 29-30 fall into a general
class of quadratic minimization problems with linear
constraints.

To provide a practical method of solution of Eqgs. 29—
30, we, first, establish the notation that unifies the
linear constraints (Eq. 30). By combining Eqs. 30 and
26, a nested state-space, x;, is related to the control
parameters via

Xi =M 080 (31)
with the operator M, ¢, given by
Mg = Mg Hy e xy Mgy g (32)

Consistently with the notation, the operator M, ;)
is a formal representation of the following numerical
procedures: solution of the dynamical equations in the
outer domain, interpolation of the solution to open
boundaries of the ith nested domain, followed by a
solution of the dynamical equations in the ith nested
domain. Finally, let

Hym—XOM(Xo‘—CU)
H M )
Myogy=| "0 (33)
Hym <X M(xm <&

denote the total dynamical operator providing the
multigrid model values of the tidal fields at observation
locations given the values of the control parameters.
The observational operators Hy, .y, are described in the
text leading to Eq. 21. The linear dynamical constraints
are now unified through My ,). With these dynamical
constraints substituted directly into Eq. 29, the penalty
functional is expressed

T(go) = (&0 — L) "P; (20— &)
+(y - M<y<—to>Co)HR71 (Y = Mgyzp8o),  (34)

with the block-diagonal R given in Eq. 20. The
quadratic functional Eq. 34 is convex and has a unique
minimum. The solution can be derived in closed form
by expressing the first variation of Eq. 34 with respect
to the control parameters ¢ and setting it to zero. The
minimum is reached at

A ~ —1
&, =Eo+PoM{ ;) (Myes) POM_  +R)
x(y—Mygy o). (39)

With the a priori error covariance Py provided by
Eq. 22, the analysis equation (Eq. 35) can be equiva-
lently expressed as

¢, =80+ ZLop. (36)

As was eluded to in Section 3.3, the orthogonal ma-
trix Z, provides a linear basis for an analysis increment
of the control parameters. Complex coefficients f €
C? are obtained from the observation-minus-forward
model residuals

B=2"(ZZ" +R)"(y — My.¢,)&) (37)

LZ=Mys)Zo. (38)

Matrix Z is the square root of the error covariance
propagated from the control parameter space to ob-
servation locations through a tidal dynamical model
in the multigrid settings. Analysis equations (Eqgs. 36—
38) provide a practical method of data assimilation
using multigrid resolving computations. The steps of
the inverse solution are summarized below.

3.5 Summary of the inverse solution

First, a choice of the square root matrix Z, is made,
for example, by following Eq. 23 or via the Gramm-
Schmidt orthogonalization of an ensemble of the con-
trol parameters. Numerical solution of the dynamical
equations (Eq. 13) is, next, carried out in the outer
domain, with forcing provided by B« Zy. The re-
sult, the square-root Zy, is interpolated onto the open
boundaries of the nested domains to provide the OBCs
for the nested computations. The dynamical equations
in the nested domains are subsequently solved and
the square-roots Z,, are generated. Finally, the obser-
vational operators Hy, .y, are applied to Z,, in each
domain and the square-root Z in Eq. 38 is obtained.
The analysis increment in the control space is computed
via Egs. 36-38, and the multigrid tidal modeling system
is run again, with the analysis values of the control
parameters, to yield the inverse tidal solution in the
control and in the nested domains.

4 Discussion

The key point of divergence of various data assimila-
tion schemes is the method by which an uncertainty
is estimated and propagated through a dynamical
model (Lermusiaux et al. 2006a). Adjoint methods
seek to optimize a model state-space trajectory with
respect to measurements and the a priori boundary
and initial conditions by solving the coupled forward
and adjoint dynamical equations arising from the prin-
ciples of calculus of variations (Bennett 1992). The
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representer method refers to a specific way of solving
the coupled forward/adjoint systems by their decou-
pling of each other, suitable for linearized dynamical
systems (Egbert et al. 1994). In these methods, various
sources of uncertainty are accounted for by specifying
the error covariances or convolution kernels affecting
the forcing terms of the forward dynamical system. In
contrast, the KF based assimilation algorithms evolve
an uncertainty in the model state-space by integrating
the linearized error covariance evolution equations,
potentially embedded in the stochastic environment
(Heemink and Kloosterhuis 1990). Stochastic primitive
equation ocean models propagate and model an uncer-
tainty by adding random perturbations, with specified
characteristics, to a deterministic primitive equation
ocean model to represent the effect of various error
sources (Lermusiaux 2006). In the method presented
in this paper, data assimilation is carried out, with the
mediation of nested computation(s), by propagating an
uncertainty from a control space in the outer domain
to model tidal fields at observation locations in the
outer and in the nested domains using low-rank error
covariance representations (Lermusiaux and Robinson
1999). An analysis increment in the control space is
computed by minimizing the (weighted) variance of the
observation-minus-forecast residuals constructed using
nested resolving computations.

The methodology relies on steering the model state-
space towards observations by adjusting the values of
the parameters in a chosen control space. Because an
assimilation scheme is implemented by means of a
chosen set of the control parameters, the inverse tidal
fields are in a perfect dynamical balance, uniform across
the multigrid system. The specific choice of the model
control space is left to the discretion of the modeler and
depends on a specific application. A level of generality
was intentionally retained throughout this presentation
with respect to the choice of the control space. The only
requirement imposed was that the model dynamics can
be linearized with respect to the control parameters
for the purposes of data assimilation. As an example,
the OBCs provide a sensible control space in regional
tidal modeling applications (Logutov and Lermusiaux
2008). In coastal waters, the tidal forcing occurs mainly
through the OBCs and constitutes a significant source
of uncertainty. The OBCs of regional tidal models are
typically prescribed from global tidal estimates, for
example, from TPXO (Egbert and Erofeeva 2002) or
FES95 (LeProvost et al. 1994) global models. The res-
olution of global models is insufficient to fully resolve
regional topographic and coastal features, and, there-
fore, tuning the OBCs consistently with the regional
tidal dynamics and the measurements is sensible. The
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choice of the OBCs as the control space is adopted for
the illustration of the method in the next section. Al-
ternatively, the bottom friction parameters or bottom
topography parameters can be utilized as the control
space. Linearization of the dynamical equations with
respect to the OBCs is straightforward, presented in
Section 2. Linearization with respect to the bottom
friction parameters is also feasible, briefly described
in Section 2 but not followed upon. The next section
provides a real-world example of an application of the
described methodology in the context of the PhilEx.

5 PhilEx case study

The PhilEx project, an ongoing effort at the time
of this writing, was designed as a multi-institutional,
wide-range study of spatial and temporal variability of
the oceanographic processes in and around the straits
of the Philippine Archipelago, with an overall goal
of better understanding the archipelago dynamics and
improving the capability to model and predict re-
gional and coastal ocean processes in areas with diverse
topographic conditions. A wide variety of topographic
conditions, including enclosed and semienclosed seas
connected through a network of channels and sills,
make tidal modeling in the waters of the Philippines
an exceptionally challenging task. The logistics of the
modeling component of PhilEx required that the tidal
computations were carried out in a domain covering
the Philippines Archipelago, as well as portions of the
Pacific and Indian oceans shown in Fig. 2. Computa-
tional constraints and other considerations led us to
use a structured grid spectral barotropic tidal model
(Logutov and Lermusiaux 2008) at a 5-min resolution
for that domain. The 5-min resolution domain will be
referred to hereafter as the control or outer domain,
consistently with the previous notation. The bottom
topography was specified from 1-min resolution (Smith
and Sandwell 1997) (version 9.1) bathymetry data set,
the highest resolution bathymetry product available to
us. Appropriate smoothing was applied to the bathy-
metric data to avoid aliasing when specifying the model
grid at 5-min resolution. The a priori values of the
OBCs were obtained from the 1/4-degree resolution
TPXO7.0 global tidal model (Egbert and Erofeeva
2002).

Tidal observations available to us consisted of the
Topex-Poseidon (TP) satellite altimeter data, with
tracks shown in Fig. 2, and the velocity and the SSH
data from two moorings in the Panay (A1) and the
Dipolog (A2) straits. The Al and A2 moorings were
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Fig. 2 Bathymetry [m] in
PhilEx 5-min resolution
model domain and the
observational data. The black
bounding box shows the
nested 1-min resolution
domain. The observational
network consisted of the
Topex/Poseidon altimetry
and two moorings, A/ and
A2. The observational data
are partitioned into yo
(vellow) and y; (red) as
explained in text

Fig. 3 M, Greenwich phase
[in deg] based on the forward
computations in the outer
domain
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deployed and operated by the team led by Janet Sprint-
all of the Scripps Institution of Oceanography as part
of PhilEx observational program. In addition to the

Fig. 4 Data-forward model
misfits for M,. Plotted: SSH
amplitude in the control and
nested domains. The misfits
are plotted as arrows
originating at TP tracks and
pointing up for positive
misfits and down for negative.
a Five-min resolution
computation. b One-min
resolution computation.
Arrow scale is given in
bottom left corner
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the satellite in 1992, were provided to us in the form of
tidal constituents (SSH amplitudes and phases) by Dr.
Richard Ray of the Planetary Geodynamics Laboratory
at the NASA Goddard Space Flight Center (Schrama
and Ray 1994; Ray 2001). The TP data were utilized
to constrain the model to the observed sea-level eleva-
tions; the mooring ADCP and pressure measurements
were utilized to validate tidal model outputs. Since the
mooring data were utilized for validation, they were not
used for assimilation.

Tidal modeling in the Philippine basin is difficult be-
cause of the substantial phase and amplitude transitions

in tidal constituents across the straits on the eastern
boundary of the Archipelago. The transitions occur in
the Surigao and the San Bernardino straits connecting
the Bohol Sea and the Visayan Sea with the Pacific
Ocean, and in the straits of the Sulu Archipelago con-
necting the Sulu and the Celebes seas. Figure 3 shows
the cotidal chart for M,, the dominant tidal constituent
in the basin, based on the forward model computations.
The M, tide is out of phase across the Surigao and the
San Bernardino straits and has about 100 degrees phase
difference across the straits of the Sulu Archipelago.
Under these circumstances, the computations are
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GMT, 2007
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-15
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1
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(b)

Fig. 5 Observed and forward model velocity at Al. Observed meridional depth-averaged velocity, with mean removed (black). Model

velocity (red). a At 5-min resolution; b at 1-min resolution
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sensitive to model resolution because the resolution resolution, the data-model residuals in the Sulu, Bohol,
affects the representation of bottom topography and,  Visayan, and Sibuyan seas were higher than the aver-
therefore, tidal transports through the straits. At 5-min  age across the model domain. A trial use of a higher-

Fig. 6 Same as Fig. 4 but for - 100
the multigrid inverse solution r
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resolution nested domain covering these basins con-
firmed that the computations were sensitive to model
resolution. Figure 4 shows the SSH amplitudes of the
M, tide modeled at 5-min (panel a) and 1-min (panel b)
resolution. Plotted also are the misfits of the observed
and the model M, amplitude. The misfits are plotted
as arrows originating at TP tracks and pointing up or
down depending on the sign of a misfit, positive, up,
and negative, down. Thus, an upward arrow indicates
that an observed value is higher than a model value,
and vice versa. The misfits are within the 5-cm range at
5-min model resolution, except in the Sulu sea and the
adjacent basins. The Sulu, Bohol, Visayan, and Sibuyan
seas had model values consistently higher than the
observed SSH by an average of 10 cm, with even larger
misfits at several locations. The computations at 1-min
resolution, however, showed a substantial reduction of
data-model misfits. The reduction indicated to us the
presence of the representativeness error in these areas.
A 1-min resolution domain was, therefore, setup in the
Sulu, Bohol, Visayan, and Sibuyan sea basins, shown by
the bounding box in Fig. 2, and a task of assimilating the
measurements into the 5-min resolution model via the
mediation of the nested 1-min resolution domain was
presented. The methodology described in this paper

Fig. 7 Same as Fig. 6a but for

the stand-alone inverse
computation, with all TP data o WM. A
assimilated directly into the 20°N
5-min resolution model

allowed us to achieve that task. Figure 5 shows the
time series of the observed and the forward model
velocity at mooring A1 in the Panay strait. The mooring
was located about 3 km off the coast of Panay Island,
near a coastal segment with predominantly meridional
orientation. The meridional velocity plotted in Fig. 5
corresponds to the along-slope direction. Local bottom
topography is a major factor determining a velocity
field near coastal moorings. The observation-minus-
forecast residuals at A1 were found to be highly sen-
sitive to model resolution. Figure 5 shows the velocities
at Al obtained from the 5-min resolution and the 1-min
resolution computations compared against the depth-
averaged ADCP velocity measurements. The forward
solution in the control domain exhibited significant
errors in both amplitude and phase. However, the
1-min resolution nested computations were in closer
agreement with the measurements.

To illustrate the utility of our method, the informa-
tion from the TP data was assimilated into the outer
model domain with and without the use of the nested
domain. The primary source of tidal forcing in the
PhilEx region is provided through the open boundaries.
Therefore, the OBCs were chosen as the control space
for the purposes of data assimilation. The a priori
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error covariance of the control parameters was speci-
fied using a Gaussian two-dimensional parametric form

—r — ro|?

T, |(1', rg) € 0Q20, (39)

G_(r,ry = og exp

where r and ry are coordinates of two points on the
control domain open boundary. The length scale and
the variance parameters in Eq. 39 were chosen L=
100 km and o = (10 cm)?. The svd of Eq. 39, with p=50
dominant singular vectors retained, was carried out
and Eq. 23 was utilized to obtain Z, in Eq. 37. The ob-

servations were assumed to have spatially uncorrelated
error, with variance o2 = (10 cm)?. Figures 6 and 7 are
provided for comparison of the inverse solution for the
M, constituent in the multigrid system and the stand-
alone system, respectively. The former shows the SSH
amplitude of the multigrid inverse solution, computed
using the methodology presented in this paper. The
latter presents the amplitude in the stand-alone inverse
computation, with all the TP data assimilated directly
into the 5-min resolution model. These computations
show that fitting the TP data in the Sulu, Bohol,
Visayan, and Sibuyan seas directly into the 5-min
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Fig.8 Observed vs inverse model velocities at Al and A2. Plotted are the depth-averaged velocities, with mean removed. a Meridional
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Fig. 9 Example of a tidal
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resolution model was counter-productive and led to a
degradation in the overall model fit to the altimetry.
On the contrary, assimilation of the named data subset
via the use of the resolving 1-min computation led to a
consistent decrease of the overall error. The inverse so-
lution depicted in Fig. 6 provides a fit of the barotropic
tidal dynamics to data consistently with the dynamical
scales resolved in models and in observations. Figure 8
shows the comparison of the velocity field of the
multigrid inverse solution against the ADCP data. An
improvement in the velocity field estimates through
the use of the multigrid inverse can be analyzed by
comparing Figs. 8a and 5b. The match of the ADCP
measurements to the inverse model velocity has been
substantially improved as compared to the forward
model velocity in Fig. 5. On the contrary, the velocity
field of the stand-alone inverse solution was in worse
agreement (figure not shown) with the ADCP data
than the forward solution shown in Fig. 5b. Figure 9
gives an example of the final output of the inverse
scheme: the tidal velocity forecast at high resolution,
tuned to measurements. The use of the multigrid
data-assimilative computations has allowed us to
generate reliable barotropic tidal velocity forecasts and
demonstrate a good skill in modeling the barotropic
tidal circulation despite the challenges presented by
the complexity of coastlines and bottom topography.

6 Summary and conclusions

The main focus of this paper was a multigrid data-
assimilative framework for assimilation of measure-
ments into regional tidal models. A new technique for
inverting the observational data in a multigrid setting
has been described. The methodology allows to em-
ploy nested domains around coastal segments where
tidal observations are collected but model resolution
is insufficient to fully resolve the tidal dynamics. As
was argued in the paper and demonstrated using a
real-world application in the context of the PhilEx
dynamical experiment, assimilation of measurements
inconsistent with the resolved model dynamics can be
counter-productive. In regional tidal modeling appli-
cations, coastal measurements are often affected by
local small-scale coastal and topographic features. For
example, the SSH measured in a small bay or in an
estuary can have tidal variations substantially different,
both in amplitude and in phase, from the nearby open
ocean areas, depending on the local characteristics of
a coastline and bottom topography. In areas where
model resolution is insufficient to resolve the important
characteristics of the waterways, the observational data
are compounded with the representativeness error. The
inverse procedures presented in this paper are designed
to suppress the representativeness error by employing
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nested resolving computations. This capability is ex-
pected to find applications in the context of structured
grid regional tidal modeling applications.

The method seeks to assimilate the observational
data into a multigrid modeling system by using a set
of control parameters chosen at the discretion of the
modeler, such as the OBCs. Presently, the control pa-
rameters are defined in the outer domain. With this
strategy, a model is fitted to data consistently with the
dynamics defined uniformly across the entire multi-
grid computational system. The inverse fields are in
a perfect dynamical balance and a transition of the
inverse solution across the domain boundaries is seam-
less and satisfies the unified dynamical balance. An
assimilation is carried out with the mediation of nested
computation(s) resolving all important topographic and
coastal features. The data inversion is carried out by
propagating an uncertainty associated with the a priori
values of the control parameters to the multigrid model
state-space at observation locations. The inverse does
not require an adjoint model and is highly practical.
In the future, one could consider the idea of having a
scheme that corrects for the control parameters defined
in each or some of the nested domains, in addition to
the outer domain. Such an approach would be desirable
in applications where a solution in the nested domains
cannot be fully controlled through the OBCs only.
A disadvantage of such an approach is that it would
result in a discontinuity of the dynamical balance across
the domain boundaries. The inverse method discussed
in this paper can also become a useful basis for fu-
ture investigations of data assimilation into models of
physical processes occurring on multiple scales. One
of our future research directions would include an ex-
tension of the method to other models and processes
in environmental prediction, monitoring, and planning
(Lermusiaux et al. 2007). In addition, other sources of
uncertainty could be allowed, for example, to account
for the inaccuracies related to nonlinear and frictional
effects in the momentum equations and parameteriza-
tion of the barotropic-to-baroclinic conversions. Work
in this direction is currently in progress.
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Appendix

Index notation

A € C"™" complex m x n matrix,

ix e Nfasetix = {ig} K, ik € (1,2, ...},

(a)i, € CK complex vector of length K containing the
ixth entries of a, (@), = [a;,, iy, .. .. aiK]T,

(A)iyj, € CK*L complex K x L matrix containing the
entries in the ixth rows and jz th columns of matrix A,

iy, ji Qiyjp --- Qiyj

iy, ji Qiy,jp - -+ iy jp
Aigj. = )

i, jy Qig,jp « - g, jr gop
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